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Abstract
The paper discusses the use of corpora for experimental studies in contrastive lexical semantics, in particular, for comparing how a
state of affairsis expressed in dfferent languages and by different translators. Threetopics are aldressed: (1) a lexicographic data-
base, which isaimed at storing and maintaining contrastive descriptions of aclassof lexical itemsin several |anguages; (2) an aligned
parallel English-Russan corpus, including several lit erary texts and software manuals (the total size is about one milli on words), to-
gether with tod's for querying the corpus by means of Perl-based regular expressons; and (3) an example of devel opment of a lexico-
graphical database of the most frequent size ajectives in Engli sh, German and Rusgan.

1. Introduction

If studiesin lexical semantics are based on experimen-
tal evidence they should study purposes, with which
words are used in real texts, and conditions, under which
they are used. If the same aim is required for studiesin
contrastive lexical semantics, we should start with com-
parison of uses of respedive wordsin paralld texts. Dic-
tionaries (mono- and multili ngual) are a good repository
of information on meanings that can be epressd by a
word and on its posgbletrandations. However, dictionar-
ies cannot list all possble mntexts, in which a word can
be used and which can influence its trandation into an-
other language. Moreover, dictionaries are designed for
helping a human reader (with some expertise) to under-
stand or trandate a word in a spedfic context, and not for
providing linguistic analysis of lexical semantics or help-
ing in machinetrandation or generation. For example, the
English verb leave is quite polysemous, it is described by
17 sensesin WordNet, 29 sensesin the Colli ns-=COBUILD
dictionary, and 31sensesin the Oxford Engli sh Dictionary
(the senses for the noun, phrasal verbs and idioms are not
counted). When such huge repositories of senses are
compared against real uses of words, some uses fit into
several senses, while some fairly innocuous, i.e. non-
metaphorical, uses violate necessary conditions for mem-
bership in any category defined by senses. Analogoudly,
various English-Rusdan dictionaries list 9 to 16 Rusdan
verbs that can be used for trandating leave, yet it is easy
to find several dozens of its contextuall y-dependent trans-
lations.

Here we adopt a communication-centered view, in
which words are treated not as references to concepts, but
as ystematic hints that enable communication between
the speaker and the hearer. This view can be defined as
the “meaning is use” paradigm, widely accepted by vari-
ous linguists and phil osophers of language, e.g. (Wittgen-
stein, 1953, (Halli day, 1978, however, it is not supported
by computational medchanisms for representing meanings
as uses and by tods for facilit ating the analysis of words
in terms of meaning intentions corresponding to their uses.

In Sedion 2, the format of a lexicographic database is
discussed. The databaseisaimed at storing and maintain-

ing contrastive descriptions of behavior of a classof lexi-
cal itemsin several languages. The emphasis of the data-
base design is on representing meanings intended by uses
of words and on comparing uses acrosslanguages. Sec-
tion 3 presents an aligned parallel corpus and tods used
for querying uses in the crpus on the basis of regular
expressons. An example of development of a description
of uses of size adjedives in English, German and Rusdan
isprovided in Sedion 4.

2. Theformat of the lexical database

Unlike logic-based theories of meanings, which as-
sume that a word denotes a concept (a word has a mean-
ing as an entry in a dictionary), functional theories of
meaning asuime that the meaning of a word is the func-
tion of its purposeful usein communication. The mmpu-
tational model is based in terms of Halliday's g/stemic-
functional linguistics (Halliday, Matthiessen, 1999. In
this model, the lexicogrammar spedfies the potential of
meaning intensions for expressng speaker’s goals. The
goals are realized by various lexica and grammatical
means avail able in language. Finally, the potential of the
lexicogrammar is instantiated in the mntext of the -
change between the speaker and the hearer. In thistheory
the lexicogrammar is represented by a network of interre-
lated choices and redlizaion statements following the
choices. For instance clasdfication of the English mood
startswith features ‘indicative’ vs. ‘imperative’. Semanti-
cally, it corresponds to the opposition of speed acts refer-
ring to exchange of information vs. isaling commands.
More delicate features in the network of mood are ‘de-
clarativeé and ‘interrogative’, which are realized syntag-
matically by the respedive order of Subjed and Finite
attributes; more information on representing lexicogram-
matical resources in these terms is in (Bateman, et al,
2000.

The same principles guide the design of the lexico-
graphical database, which represents threetypes of infor-
mation: the potential of communicativeintentions, reali za-
tion of meaning intentions by lexical items and instantia-
tion of the potential, when lexical items are used in the
discourse.
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Standards for encoding large lexical resources are un-
der quite active development now. The most establi shed
standard at the moment is given by TElI (Sperberg-
McQueen, Burnard, 2001), which includes gandard means
for encoding printed mono- and multili ngual dictionaries
and terminological databases; the latter means are inher-
ited in MARTIF (MAchine-Readable Terminology Inter-
change Format). In addition, current activity on the Inter-
national Standards for Language Engineeing (ISLE) in-
cludes, in particular, devel opment of a standard for repre-
senting Multili ngual ISLE Lexical Entry (MILE), (Cal-
zolari, et a, 2001). The goal of Lexicograph, yet another
lexicographical database, isto encode basic facts concern-
ing syntactic and semantic behavior for a significant dice
of the lexicon (Paducheva, 1997).

However, the aim of the presented research required
the development of a spedfic format. The purpose of the
TEI guidelines is to provide standard means for encoding
of existing dctionaries, which are significantly different
from means for encoding of lexicographical databases
aimed at development of new descriptions of behavior of
lexical items. Even though the aims of MILE are similar
to aims of the database described here, no definite spedfi-
cation of the dictionary content of MILE is currently
available. Also, existing descriptions of MILE are aimed
at encoding lexical items with clearly defined semantics,
like lancet (Calzolari, et a, 20017), but they do not address
the isaues of polysemy and language-spedfic ways for
using respective lexical items. For instance the structure
of the lexical entry in MILE does not provide sufficient
tods to encode and relate all the 22 senses of high as de-
teded in CollinssCOBUILD and 24 words used as its
trandation equivalentsin Russan. TEI can easily encode
the senses and trandations, but cannot explicitly express
their relationships and conditi ons in which they are used.
The format of Lexicograph is based on tables in arda-
tional database. This restricts bath its gructure (many
facts about the behavior of lexical items do not fit into the
strict relational model) and implementation (any changein
data structures requires costly changes of the database
relational model, anyway dBase used in Lexicograph is
now archaic). Finally, thegoal of thereported projed was
to encode not only lexical items, but also basic purposes
for which they can be used, so that one @n study senses
and trandation equivalence between words in different
languages in context of their use. None format discussed
abowve was designed for representing communicative in-
tentions.

The database is represented in the XML format and
inherits the TEI guiddinesfor encoding printed dctionar-
ies, since TEI provides a well -establi shed format, which is
suitable for encoding any information avail able in diction-
aries. Extensions can be easily introduced as modifica-
tions of respedive DTDs (document type definitions) for
XML files. Ancther advantage in using XML is that it
alows to separate encoding of the structure, content and
presentation of resources.

The extensions over the set of XML elements and at-
tributes from the TEI guidelines include options required
for representing communicative goals and for developing
lexicographic descriptions. For this purpose, the database
contains divisions. the first one (<div type="lexicon">)
consists of lexical items; it may either include all | exical
items in al languages or be restricted to a particular lan-
guage. Thisdivision considersthelexical resources “from

below”: from lexical items occurring in texts to purposes
they are used for. The semnd dvison (<div
type="network™>) allows a view in the opposite diredion:
from communicative goals to their possble realizaion by
lexical items.

2.1. Theanatomy of lexical entries

A lexical item (<entry>) is composed of elements from
the TEI guidelines, for instance, <gramGrp> (morphosyn-
tactic properties), <sense>, <trans> (trandations), <eg>
(examples). <note> is used for storing unstructured com-
ments on the behavior of lexical items. Possble values of
attributes of some dements were extended, e.g. resp indi-
cates a source of information (a dictionary or a re-
searcher), types of examples include "imposs", "quest",
corresponding to linguistic examples marked in publica-
tions with an asterisk or a double question mark. New
elements were also introduced

» <fts> lists features from the network used for anno-
tating a sense, example of use or trandation;

» <collocateGrp> alist of coll ocations;

» <frequency>, which is measured acoording to ipm
(instances per million), rank in the word list, band
(COBUILD); for instance for dight

<entry key="slight" lang="en">
<frequency resp="bnc" type="rank" value="2271"/>
<frequency resp="bnc" type="ipm" value="39"/>
<collocateGrp resp="coubuild” type="t-score">
<colloc value="5.32" type="magn">even</colloc>
<colloc value="4.65" type="obj">doubt</colloc>
<colloc value="4.64" type="obj">increase</colloc>
</collocateGrp>
</entry>

The TEI guidelines suggest to use <usg> (notes with
usage information) for coding various smantic aues like
synonyms or collocations, becuse the function of such
edements in printed dctionaries is smilar to usage re-
marks, e.g. spedfications of the domain, style or prefer-
ence level. However, when a lexicographical database is
developed, such cues congtitute the backbone for estab-
lishing reationships between lexical items. Out of this
reason, a new eement class<semref> was introduced. A
semantic reference has a type and atarget, i.e. the identi-
fier of another element in the database, this can be another
lexical item or afeature in the network of communicative
purposes. The foll owing types of references are defined:

e syn Ssynonym, ant antonym,

 hyper superordinate term, hypo subordinate term;

» para aword in the same paradigmatic dassfication:
it is closely related to the headword, but differs suf-
ficiently in its lexical behavior, so that it cannot be
treated as a synonym, e.g. high and tall;

* mero meronym, a part-whole relation;

« trans atrandation (in the arrent context);
 subj/comp atypical subjed/complement (for verbs)
» obj atypical objed (for adjedives)

« colloc acoll ocate of another type

Finally, there is a group of types of semantic refer-
ences for lexical functions in the tradition of Meaning-
Text Theory, aslisted in (Md’ chuk, 1996. Lexical func-
tions are functions in the mathematical sense, which map
words to aher words with resped to generalized goals of
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Figure 1. An output from processing the query: /<w id="(\S*)" lemma="long" pos="adj"/

the speaker. One exampleisbon, the standard praise for a
concept expressed by alexical item:
<entry key="advice" lang="en">

<semref type="bon" target="sound"/>...</entry>
<entry key="analysis" lang="en">

<semref type="bon" target="thorough'/>...</entry>

2.2. Theanatomy of lexical choices

The second division (<div type="network">) consists of
the foll owing elements:
» <system> aparadigmatic dasswith a set of features;

» <chooser> semantic grounds for choasing a feature;

 <inquiry> interface to a procedure in the knowledge
base, which makes a dedsion for a chooser.

<system> consists of a set of features for a class
(<feature>) and their relationship with other features
(<inputs>). A feature has a name and a set of redlization
statements constraining the lexicogrammatical structure.
For instance a system representing the indicative mood
includes two features and an entry conditi on, which relates
it to the entry mood system:
<system chooser="indicative-chooser">
<inputs>indicative</inputs>
<feature name="declarative">
<rIn>(order subject finite)</rin></feature>
<feature name="interrogative">
<rIn>(order finite subject)</rin></feature>
</system>
<chooser> consists of an unstructured description,
which relates the properties of concepts and ohjeds to
choasing features, and a formal definition (if any) ex-
presed in LISP syntax. For instance, the simplified
choaser for the indicative type:
<chooser name="indicative-chooser">
<note>possible communicative intentions for information
exchange are: demanding or providing information</note>
<def>(ask (information-exchange-q speech-act)
(demanding (choose interrogative))
(providing (choose declarative)))
</def></chooser>
Formal definitions of choosers and inquiries are not
necessary for standal one databases, but it is helpful, when
a database is used as a resourcein an application, for in-
stance, information retrieval, understanding or generation,
cf. (Matthiessen, Bateman, 1991).

3. Thealigned parallel corpus

Given multiple trandation equivalents of most com-
mon words (such as examples with leave and high abowe
sugeest), research, which isaimed at contrastive study of,
say, semantics of ‘motion away from a place or ‘size of
oheds, requires accessto a corpus of aligned parale
texts and the posshility to search for lexical items, their
trand ations and corresponding contextual conditions. The
avail ability of several trandations of the same text in the
corpus also allows for empirical analysis of paraphrastic
posshiliti es.

Modern text alignment methods on the basis of cue
words and character-length comparison (Gale, Church,
1993 are quite dficient for semi-automatic alignment of
large volumes of text, yet alot of manual work isrequired
for ensuring the alignment quality. Out of thisreason, in
comparison to huge amount of monolingual corporal,
relatively few aligned corpora ae publicly available. This
mostly concerns English-French, e.g. Hansard (Simard,
Plamondon, 1998, English-German, eg. (Schmied,
Schéffler, 1996. None English-Russgan aligned corpora
were publicly available by 200Q so a corpus of aligned
parallel texts was developed; its total size is about one
million words (MW).

The @rpus consists of several technical texts with de-
scriptions of software, eg. Microsoft Word Help, and
literary texts, e.g. “Alice s Adventures in Wonderland” by
Lewis Carroll. For the latter text, a German trandation
was also included (in addition to its threeRussan trand a-
tions). The texts have been aligned at the sentence level
by means of Marc Alister (Paskaleva, Mihov, 1997). The
corpus gores texts, sentences, words and alignments as
XML elements; morphosyntactic and |exical-semantic
properties of words are epressed as attributes of word
edements (English, German and Russan texts were proc-
esxd by respedive POS-taggers). Cf. (Sharoff, 2001 for
a more daborate description of the crpus content and
encoding format.

! They are avail able simply because of avail ahility of electronic
documents. Note the relative scarcity of spoken language cor-
pora.



<entry key="deep" lang="en">

<semref type="ant" target="shallow"/>

konogeu. </tr>

Brunnen.</tr></trans></eg>

</sense>

<semref type="ant" target="high"/>

</semref>Stimme</g></trans></eg>
</sense>

<sense n="1" resp="cobuild"><def>If something is deep, it extends a long way down from the ground
or from the top surface of something.</def>

<eg resp="alice"><q id="alice.11">she found herself falling down a very deep well. </gq>
<trans><tr id="alice-d.17" >0oHa Ha4ana nagaTb, cnoBHo B <semref type="trans">rnybokui</semref>

<tr id="alice-g.13">sie fiel, wie es schien, in einen <semref type="trans">tiefen</semref>
<eg resp="cobuild"><g>Den had dug a deep hole in the centre of the garden.</q></eg>
<fts>spatiotemporal big neutral-interpersonal vertical non-emphasized spatial-lex depth-size</fts>
<sense n="11" resp="cobuild"><def>A deep sound is low in pitch.</def>
<eg><q id="alice.1387">said the Mock Turtle in a deep, hollow tone. </g>
<trans><q id="alice-d.1913">nporoBopun Keasu <semref type="trans">rnyxum</semref> ronocom</q>

<q id="alice-n.1502">01BeTHNa Yenynaxa <semref type="trans">rnybokum</semref> ronocom</q>
<g id="alice-g.1224">sprach die falsche Schildkréte mit <semref type="trans">tiefer

Figure 2. The structure of alexical entry for deep

In addition, another corpus of about 20 MW has been
developed: it is gored in the same format (without refer-
ences to aligned sentences) and consists of modern Rus-
sian fiction. As no comprehensive Russan corpus with
complex search faciliti es was avail able (comparable to the
BNC in English or COSMAS in German), the present
corpus ®rved for in-depth corpus-based analysis of lexical
semantics for Russan words.

An important feature of the parallel corpusis the pos-
sihility to consult uses and trandation of words. Thetods
for querying the rpus are based on Perl regular expres-
sions and allow to chedk co-ocaurrence of words or
groups of words, spedfic morphological or lexical fea
tures of words. The result of query processng (Figure 1)
is output as an HTML file, which is hyperlinked to sen-
tence identifiers in the wrpus, so that the wider context
can be also explored. In addition to the sourcetext, frag-
ments aligned to the source @n be also autput. The key-
words of bath the source and the target texts are high-
lighted in the output. Trandations are highlighted on the
basis of a smple heurigtics. trandations typically belong
to the same group as urce words, thus, if we study uses
of size adjedives, the list of Russan size adjectives is a
goad approximation for posshble trandations of size adjec-
tives from English, though not always, as the two exam-
ples in Figure 1 suggest (of course, the list of candidates
can be extended).

The medchanism of regular expressonsin Perl is used
for shallow parsing of the XML format of the ncor-
dance The query language based on regular expressons
is not always user-friendly, but it is powerful, so that it
can extend the ahiliti es of the encoding by shall ow syntac-
tic parsing, when the @rpus lacks g/ntactic annotations.
For instance the most of uses of verbs of motion with a
direa complement can be found by:
&lemma('run|jcomelgo’)&lemma(\w+','pos="(noun|adj|det))

This means that the pattern matches, if one of the
spedfied motion verbs is followed by an arbitrary noun,
adjedive or determiner (&lemma is a short-cut, which
extendsinto afull -fledged pattern). The mechanism isalso
useful for detedion of German verbs with separable pre-

fixes, when the finite form of the verb is at the second
position of the dause, whil eits prefix, on which the mean-
ing crucially depends, is at the end:

Nach Angalken Sidlers nahm die Zahl der Arbeitslosen
vor allem durch den weiteren Anstieg der Berufsanfanger
undAussedler um knapp 15000 Personen zu

(lit: according to Seidler’ s data the amount of unemployed
rose primarily due to continuing increase of new appli-
cants and emigrants by approximately 15000,

Taken as sparate word forms, neither nehmen nor zu
mean to rise. The pattern that catches the most of such
usesis:?

&lemma('nehmen’, 'feats=".*?finite").*?&lemma('zu’)<punct

4. An example of database development:
the case of size adjectives

The reported research established a methodology for
describing lexical items in a spedfic domain (like size
adjedives). It involvesthe following steps:

1. compilation of alist of lexical items in the domain,
using existing frequency lists and/or corpora;

2. deteding basic choices for expressing events and
their properties in the domain by lexical items from
thelist;

3. chedking how the basic choices cover the eisting
descriptions in avail able sources, i.e. mono- and mul-
tili ngual dictionariesand lexicographical descriptions,
and deteding most important contexts of their use;

4. extending the network of choicesto cover all posshle
uses of the lexical items under consideration.

The frequency lists of size adjedives for English,
German and Russan were taken from, respedively, the
BNC word lists (Kil gariff, 1996, (COSMAS, 2000, and
(Zasoring, 1977). Thefinal list consists of 66 words (23
for English, 21 for German, and 22 for Rusdan). Their
basic uses can be quite simply arranged according to di-

2 |f zu ocaurs before apurctuation mark and a finite form of
nehmen precedes it, most probably, it is a stray prefix.
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mensions (large, high, wide, thick) and size (tiny, small,
average, big, huge).

Even though the scheme is based on the intuitive un-
derstanding of what size adjectives are, it failsto takeinto
account the complete range of possible uses of size adjec-
tives and does not make a clear picture of the communica-
tive purposes they are used for. As it is often the case
with frequent words, the size adjectives in the list have a
large number of polysemous senses in dictionaries. For
instance, great has 12 senses in COBUILD and 9 in
WordNet; high has respectively 22 and 12 senses. In to-
tal, the lexical division of the database lists 365 senses of
66 size adjectives.

The next step consisted in further development of the
lexical divison by introducing semantic references be-
tween the senses (synonyms, antonyms, collocates, etc),
and examples of uses and their trandations from corpora.
The resulted structure can be searched with respect to
eements, attributes and their values, for instance, looking
for al synonyms referring to brief or all possible tranda-
tions of deep as detected in the German and Russian divi-
sions; this is done by means of options available in the
XML mode of Emacs (for simple searches) or in an XML
query language, e.g. XQL, XPath, XQuery.

One example of data exploration: searches in the data-
base for typical trandations of English size adjectivesinto
German and Russian confirm that the degree of one-to-
one correspondence between words is relatively high, i.e.
size adjectives, like large, high, long, wide, regularly cor-
respond to grof3 hoch, lang breit and badljshqj, vysokij,
dlinnyj, shirokij, respectively. This also concerns many
non-spatial senses, like high qudity, hohe Qualitat,
vysokoe kachestvo, long list, lange Liste, dlinnyj spisok.
However, the cases of mismatches warrant for language-
specific options in systems and choosers. For instance,
several English word pairs, likelarge vs. big, highvs. tall
or multiple words for referring to sizes below average in
German and Russian, e.g. klein, wenig, gering, maldig,
nebalshoj, malenjkij, malyj, melkij, require more delicate
featuresin the respective networks, while sometrandation
options require language-specific choosers for features
available in all languages. deep delight is rendered in
German and Russian in terms of non-directional proper-

ties: grofe Freude, bashoe nasazhdenie; compare long
breath to tiefer Atem and glubdko vzdohnu from Figure 1.

A smplified lexical entry for degpisgivenin Figure2.
Since all relationships between lexical items are explicitly
encoded, it is easy to collect all synonyms or trandation
equivalents of degy and check contexts of their uses.

Thus, the daborated lexical division of the database
helps in development of the network division, which en-
codes communicative intentions and relates them to spe-
cific lexical items in the three languages. The main part
of the network of size adjectives is presented in Figure 3.
It distinguishes three basic classes of uses: spatiotemporal
(alarge room), quantity (a large amount of cash andjew
elry), and class property (the size of an object isnot meas-
ured, but it is classified according to specific criteria,
compare a big coward to a big country). Among other
options missed in the original intuitive mode, there is a
difference in lexical means for referring to the dimension
proper (thisisthe most frequent choice) and to the degree
of fitness, when an object (primarily the human body) fits
into the space in another object (primarily clothing). This
often leads to specific word choices, e.g. weit vs. knappin
German, vdik vs. mal in Russian, which correspond to
loose vs. tight in English (less frequent English size adjec-
tives are spacious, cramped). Finally, there may be a
lexical difference in referring to the size of animate vs.
inanimate objects (a tall manvs. a high howse). Similar
important differences in the lexical options are possible
for the temporal dimension and for the small-average
domain.

Anocther option that is missed in the intuitive model
concerns the interpersonal attitude. The reference to the
size of an aobject/person can be used to justify the need in
taking care (small, sympathy) or being cautious (big, an-
tipathy). On the other hand, importance is typically de-
scribed in the opposite way (big - important, small - un-
important). The interpersonal attitude influences the pat-
tern of uses of roughly synonymous lexical items. Little
correlate much stronger with the positive attitude, while
small istypically used in less favorable contexts (the same
pattern isin Russian: malenkij vs. nebalshgj).



5. Conclusions

The research reported in the paper led to several im-
portant contributions. The first contribution is a parall e
aligned corpus for the English-Russan (partly, German)
language @mbination (about 1 MW), as well as a corpus
of modern Rusdan fiction (more than 20 MW). The ar-
pora ae stored in an XML-based format and are furnished
with query tods based on regular expressons. The
adigned corpus and the tods are available from
http://purl.org/net/concordance or from TELRI.

The secnd contribution is the format of a lexico-
graphical database, which is aimed at elaborate descrip-
tion of ways of using significant dices of lexicon in sev-
eral languages. The XML-based storage format of the
database encodes communicative intentions and lexical
items, which can be used to redlize intentions in the dis-
course. The database also helps in contrastive study of
languages, becuse it adds the posshility to compare uses
acrosslanguages.

The third contribution concerns sveral dlices of lexis
stored in the database. The database wncerning the size
adjedives in English, German and Russan is completed
(it comprises 66 size adjedives with 365 analyzed senses
and 52 features in the network of communicative inten-
tions); the databases for verbs of motion (about 200 lexi-
cal items) and words used for expressng emotions (about
750 lexical items) are under construction. The database
can be used as aresourcefor studiesin contrastive seman-
ticsor machinetrandation, asit encodes multi plerelation-
ship between words and contexts of their use in the three
languages. The network of size adjedive also allows an
extension to ather languages, this involves changesin the
lexical part, but most probably no significant alterationsin
the network of communicative intentions.
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